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SEMESTER END REGULAR EXAMINATIONS (AR23), NOV. – 2025

	U.G.
	ECE
	Degree
	Bachelor of Technology

	Academic Year
	2025-2026
	Sem.
	5th 

	Course Code
	23O0411
	Course Title

	
	
	Principles of Data Science

	Duration 
	3 Hours
	Maximum Marks
	[bookmark: _gjdgxs]70 (Seventy)



SECTION-I 
7 x 2 = 14 Marks
1. 
	No.
	Questions (a to g)
	RBT Level
	COs

	a
	Give two examples each of structured, semi-structured, and unstructured data.
	Understand
	1

	b
	What is a dataset in the context of Data Science?
	Understand
	1

	c
	What is data discretization?
	Remember
	3

	d
	Write the formula for Cosine similarity.
	Remember
	3

	e
	What is the purpose of regularization in regression?
	Understand
	4

	f
	What is a confusion matrix?
	Understand
	4

	g
	Define ensemble learning.
	Remember
	6



SECTION-II 
4 x 14 = 56 Marks

	No.
	Questions (2 to 9)
	RBT level
	COs
	Marks

	[bookmark: _Hlk154686023]2
	(a)
	The following data shows the marks obtained by 15 students in a test: [45, 50, 55, 60, 60, 62, 65, 70, 70, 72, 75, 78, 80, 82, 90].Create a frequency distribution table with class width 10.Sketch a histogram or box plot and identify any outliers.
	Apply
	1
	8M

	
	(b)
	Explain the Data Science Process with a neat diagram and discuss each stage.
	Understand
	2
	6M

	OR

	3
	(a)
	Explain types of attributes/fields in datasets and describe their significance.
	Understand
	1
	8M

	
	(b)
	Explain the importance of handling missing values.
	Understand
	2
	6M

	4
	(a)
	Discuss different proximity measures used for nominal, ordinal, binary, and numerical data.
	Understand
	3
	8M

	
	(b)
	A dataset has 10,000 features, but only 500 are highly correlated with the target variable. Suggest suitable data reduction techniques to optimize the dataset. Explain how dimensionality reduction improves model performance.
	Analyze
	2
	6M

	OR

	5
	(a)
	Demonstrate the methods of data integration and data reduction in pre-processing.
	Understand
	3
	8M

	
	(b)
	Explain any three univariate data visualization techniques. 
	Understand
	2
	6M

	6
	(a)
	[bookmark: _GoBack]Discuss how regression and classification techniques improves the performance of the model.
	Analyze
	4
	8M

	
	(b)
	Linear Regression: A dataset contains points: (1,2),(2,3),(3,5),(4,4),(5,6)(1, 2), (2, 3), (3, 5), (4, 4), (5, 6)(1,2),(2,3),(3,5),(4,4),(5,6). Find the linear regression model y=mx+c. Also predict the value of y when x = 6.
	Apply
	5
	6M

	OR

	
7
	(a)
	Explain the Bayesian classifier and its application in probabilistic classification.
	Understand
	4
	8M

	
	(b)
	A classifier is tested on 100 instances:True Positives = 40, True Negatives = 35, False Positives = 10, False Negatives = 15.Compute accuracy, precision, recall, and F1-score.
	Apply
	5
	6M

	
8
	(a)
	Explain how boosting algorithms reduce bias and improve model accuracy.
	Understand
	6
	8M

	
	(b)
	Explain agglomerative clustering technique.
	Understand
	5
	6M

	OR

	9
	(a)
	Demonstrate the K-Means clustering algorithm in detail with a step-by-step example.
	Understand
	6
	8M

	
	(b)
	Explain bagging technique in ensemble learning.
	Understand
	5
	6M
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