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SEMESTER END REGULAR EXAMINATIONS (AR23), NOV. – 2025

	U.G.
	ECE
	Degree
	Bachelor of Technology

	Academic Year
	2025-26
	Sem.
	5th

	Course Code
	[bookmark: _GoBack]23O0421
	Course Title

	
	
	Fundamentals of Machine Learning

	Duration 
	3 Hours
	Maximum Marks
	[bookmark: _gjdgxs]70 (Seventy)



SECTION-I 
7 x 2 = 14 Marks
1. 
	No.
	Questions (a to g)
	RBT Level
	COs

	a
	List different types of Machine Learning.
	Remember
	1

	b
	Mention the various phases of ML.
	Remember
	1

	c
	State Bayes’ theorem. 
	Remember
	3

	d
	Define Clustering and mention its types.
	Remember
	3

	e
	List the types of clustering of categorical attributes.
	Remember
	4

	f
	List any two benefit of Ensemble Learning.
	Remember
	4

	g
	Draw the simple ANN model.
	Remember
	6


SECTION-II 
4 x 14 = 56 Marks
	No.
	Questions (2 to 9)
	RBT Level
	COs
	Marks

	[bookmark: _Hlk154686023]2
	(a)
	Illustrate hypothesis formulation and model selection.
	Understand
	1
	8M

	
	(b)
	Explain the cross validation techniques.
	Understand
	2
	6M

	OR

	3
	(a)
	Interpret confusion matrix metrics.
	Understand
	1
	8M

	
	(b)
	Compare Linear and Logistic Regression.
	Understand
	2
	6M

	4
	(a)
	Construct classification rules from a given decision tree and explain their significance.
	Understand
	3
	8M

	
	(b)
	Illustrate the working of the ID3 algorithm for decision tree generation.
	Understand
	2
	6M

	OR

	5
	(a)
	Explain Naïve Bayes classifier with an example.
	Understand
	3
	8M

	
	(b)
	Examine the working process of K nearest Neighbour.
	Understand
	2
	6M

	6
	(a)
	Demonstrate Agglomerative hierarchical clustering with suitable example.
	Understand
	4
	8M

	
	(b)
	Explain K-Means clustering techniques in detail.
	Understand
	5
	6M

	OR

	7
	(a)
	Explain the steps involved in Principal Component Analysis (PCA) for dimensionality reduction.
	Understand
	4
	8M

	
	(b)
	Explain bagging in Ensemble Learning.
	Understand
	5
	6M

	
8
	(a)
	Explain ANN architecture in detail with an example.
	Understand
	6
	8M

	
	(b)
	Explain Multilayer perceptron model in detail.
	Understand
	5
	6M

	OR

	9
	(a)
	Illustrate a CNN-based case study for object recognition in images.
	Understand
	6
	8M

	
	(b)
	Explain different activation functions and assess their impact on learning performance.
	Understand
	5
	6M
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